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The Need

— DOE large-scale science applications on supercomputers and experimental
facilities require high-performance networking

e Moving petabyte data sets, collaborative visualization and computational
steering (all in an environment requiring improved security)

— Application areas span the disciplinary spectrum: high energy physics,
climate, astrophysics, fusion energy, genomics, and others

Promising Solution

— High bandwidth and agile network capable of providing on-demand dedicated
channels: multiple 10s Gbps to 150 Mbps

— Protocols are simpler for high throughput and control channels

Challenges: In 2003, several technologies need to be (fully) developed
— User-/application-driven agile control plane:
e Dynamic scheduling and provisioning Pre-GMPLS days
e Security — encryption, authentication, authorization
— Protocols, middleware, and applications optimized for dedicated channels

Broad range of technologies

OAK RIDGE NATIONAL LABORATORY
U. S. DEPARTMENT OF ENERGY UT-BATTELLE
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ExperirrTentaI Network Research Testbed:

To support advanced networking and related application technologies for DOE large-
scale science projects

A Circuit-Switched Testbed

Features for DOE’s Next-Gen Network

e End-to-end guaranteed
bandwidth channels

e Dynamic, in-advance,
reservation and
provisioning of

fractional/full lambdas &= Sunnyvale
e  Secure control-plane & \
for signaling A CalTech

e Proximity to DOE sites:
NLCF, FNL,NERSC

e Peering with ESnet,
NSF CHEETAH and
other networks

Dual 10Gbs SONET Backbone
MPLS (Via ESnet)

Access Links

Swilching Hubs

oG 1

Storage or Other Res,

OAK RIDGE NATIONAL LABORATORY
U. S. DEPARTMENT OF ENERGY UT-BATTELLE




— ——————
_

\HMchltectu [Eocz

Secure control-plane with:
Encryption, authentication and

authorization
On-demand and advanced
provisioning

Dual OC192 backbone:
SONET-switched in the

backbone
Ethernet-SONET conversion

OAK RIDGE NATIONAL LABORATORY
U. S. DEPARTMENT OF ENERGY
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USN Data-Plane: Node Configuration

In the Core;

— Two OC192 switched by
Ciena CDCls

At the Edge

— 10/1 GIigE provisioning
using ForcelO E300

NOSST
WO L

Data Plane User Connections:
Direct connections to:
core switches —SONET &1GigE
MSPP — Ethernet channels
Utilize UltraScience Net hosts

UT-BATTELLE




Secure Control-Plane

VPN-based authentication,
encryption and firewall

e Netscreen ns-50 at ORNL
NS-5 at each node

e Centralized server at ORNL
—  bandwidth scheduling
—  singnalling

OAK RIDGE NATIONAL LABORATORY
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A General Control-Plane Architecture

>
“
database Centralized
\ s
Distributed
User state and . .
Interface € scheduling P signaling

Network Device Node #1 Network Device Node #N

OAK RIDGE NATIONAL LABORATORY
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USN Path Computation — Bandwidth Optimization

Different paths may be computed: specify source and destination ports

(i) A specified bandwidth in a specified time slot,

(i) Earliest available time with a specified bandwidth and duration,

(i) Highest available bandwidth in a specified time slot,
(iv) All available time slots with a specified bandwidth and duration.

All are computed by extending the shortest path algorithms using a
closed semi-ring structure defined on sequences of real intervals

()-(ii1): Variation of Dijkstra’s shortest path algorithm
(iv): Variation of Bellman-Ford algorithm;

- previously solved using transitive-closure algorithm
(? 9,®,0,1)

[ Bk
Sequence of disjoint real intervals {R+}

['1’ ] ‘ [ D p} Point-wise intersection
OAK RIDGE NATIONAL LABORATORY _ _ ;
U. S. DEPARTMENT OF ENERGY Point-wise union

UT-BATTELLE




All-Slots Algorithm

Given network with bandwidth allocations on all links

ALL-SLOTS returns all possible starting times for a connection with
bandwidth b duration t between source node s and destination

node d

Algorithm ALL-SLOTS
1. 7(S) «{R};
2. 7(v) «{J} forall v£s;

Modified Bell-Ford algorithm: 3 fork=12... . n-1do

T. i I t 1 e

o Cofn!o 5 O(mn_)_ 4, for each edge e=(v,w) do

More efficient than transitive-

closure algorithm: O(n3) . (W) <~ (W) @{z (V) ® L, };
6. return (z(d)).

OAK RIDGE NATIONAL LABORATORY
U. S. DEPARTMENT OF ENERGY UT-BATTELLE




USN Con

Phase |

trol Plane

([
— Centralized path computation for bandwidth optimization
— TL1/CLI-based communication with CoreDirectors and E300s
— User access via centralized web-based scheduler

e Phase Il (completed)
— Webservices interface
— X509 authentication for web server and service

e Phase ll (current)
— GMPLS wrappers for TL1/CLI
— Inter-domain “secured” GMPLS-based interface

I — V%' P o e 5o coomane oo simioe 1o

M File Edit Yiew Go Bookmarks Tools Window Help

g&, i hitps:hwwusn.oml.gows

Back  Forward Reload  Zlop

T 44 Home | ‘Wb Bookmarks £ The Mozila Organiza.. ¢ Latest Builds

Sean:h -
Print

Back  Forvand Reload  =inp

[i% Home OI\

W Bookmarks g2 The Mozilla Organiza.. g Latest Builds

4]

/hq

[Bandwidt

[Resepvalion System

Go Ta Public
USH Website

Go Back To
Resource Portal

Source user port:

Destination switch:

Destination user port:

Bandwidth to be
Reserved:

User name:

E300_CHI
Source switchi) £ seh
E300_5UN E|

E300_ORMNL |4 |

User Bandwidth Reservation S@r ,7‘/(9/
[/O /7

[+
HNote: hold Ctrl (W indows) or Shift (M ac) to choose

multiple interfaces.

ML
ESEI[I _ORML_1 GJ
E300_ORNL_1G_2
E300_ORML_1G_3

E300_CHI
E300_SEA

E300_SUN [+

Ce

ES00_CHI_1G_D
E300_CHI_1G_
E300_CHI_1G_2
EG00_CHI_1G_3

multiple interfaces.

1000 IMbps

Submit

Note: hold Ctrl (Windows) or Shift (M ac) totllflcatc

ent tree is shown below.

I~

is ML file does not appear to have any style information iated w1ﬁ“’£do
definitions target Namespace="urn reservation’ >
- <types>

- <xs5d:schema target Namespace="urn:reservation’ > WI

<xsd:import namespace="http://schemas.xmlsoap.orgssoapfencoding />
<xsd:import namespace="http: /fschemas. xmlsoap.orgasdls >
</xsd:schema>

</types>
- <message name="createReservationRequest" ></message>

- <message name="createReservationResponse” >
<part name="return" type="xusd:string"/>
</message>
- <portType name="reservationsd|PortType">
- <operation name="createReservation" >
<documentation>Make Bandwridth Reservation</documentation:>
<input message="1ns createReservationRequest" />
<output message="tns:createReservationResponse” />
</operation>
<jportType>
- <binding name="reservationsd1Binding" type="tns:reservationsd|PortType">
<soap:binding style:"rpc" transport="http//schemas.xmlsoap.org/soap/http" />
- <operation name="createR eservation" >
lJS<soap operation soapAction="urnireservationwsdl#hello” style="rpc" />

u:
<outpu
<soap bo
<fh1 g If

- <service nam
- <port name= rese =
<soap:address locatio
</port>
</service>
Jdefinitions>
e El 2 E3

(-

|
inding="tns:reservationsd1Binding">
Ity ,?an ap/server.php” />

Done

se="encoded"” namespace="urnireservationwsdl"” encodingStyle="http://schemas. zmlsoap org/soapencoding” />

="encoded" namespace="urn:reservationuwsdl” encodingStyle="http://schemas xmlscap org/soap/encoding/” />

Vep
ay, S@
0/7
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e USN at Supercomputing2005  wssenes e

—

e Extended USN to exhibit floor: eight dynamic 10Gbps long-
haul connections over time

e Moved and re-created USN-Seattle node on

e PNNL, FNL, ORNL,

Caltech, SLAC at

various booths to Supergglheiitngos
Support: oW TIoOTr, Egtte

— applications and
bandwidth challenge

Chicago

[5
Ry
2y
i

ORNL

3=
&

¥
o
iy

@
40Gbps aggregate Bw Atlanta
164 terabytes transported in day

¥

3
““““
........
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Connecting Supercomputers:
Complex Problem Space

— Requires knowledge in networking and supercomputer
architectures — no single answer

— Just adding 10GIgE NICs is not sufficient

— Internal data paths must be carefully configured
e Cray X1 SPC-FC-Ethernet

— EXxecution paths are just as important

e Network stack is implemented as thread migration to
OS nodes

— Cross-Connects must match the impedances

— High-Performance wide-area file systems need further
development

OAK RIDGE NATIONAL LABORATORY
U. S. DEPARTMENT OF ENERGY UT-BATTELLE




Experimental Results:
Production 1GIigE Connection
Cray X1 to NCSU

e Tuned/ported existing bbcp protocol (unicos OS):
— optimized to achieve 250-400Mbps from Cray X1 to NCSU;
e actual throughput varies as a function of Internet traffic
e tuned TCP achieves ~50 Mbps.
currently used in production mode by John Blondin
e developed new protocol called Hurricane

— achieves stable 400Mbps using a single stream from Cray X1 to
NCSU;

These throughput levels are the highest achieved between ORNL Cray
X1 and a remote site located several hundred miles away.

Juniper

M340 Shared Internet

connection connection
OAK RIDGE NATIONAL LABORATORY
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Experimental Results Cray X1.:
Dedicated Connection

Initial testing — Dedicated Channel
— UCNS connected to Cray X1 via four 2Gbps FC connections.

— UCNS is connected to another linux host via 10 GigE connection

— Transfer results:

e 1.4Gbps using single flow using Hurricane protocol

highest file transfer rates achieved over Ethernet connections from
ORNL Cray X1 to an external (albeit local) host

2G FC
10GigE
SUTAYS Cray UCNS _g Local host
nodes FC convert
Cray X1

upgrade upgrage
Cray X1E UCNS NCSU
Faster processors 1 Gbps Cluster

OAK RIDGE NATIONAL LABORATORY CHEETAH

U. S. DEPARTMENT OF ENERGY

600 miles
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1Gbps Dedicated Connection: Cray X1(E) - NSCU orbitty cluster

X Graph
Performance degraded: m i
bbcp: 30-40Mbps; single TCP: 5 Mbps e i
Hurricane — 400Mbps (no jobs) — 200Mbps (with jobs) R ] ;"a, j
Performance bottleneck is identified inside Cray X1E OS nodes ow-— |'"., il' |'

A —— B

National [_eadership
Class Eaciliity: Computer

Cray X1(E)
supercomputer

E300
switch

CHEETAH
UltraScience Net 1GigE
‘ Sycamore g
0C192 links 1600 connection
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Needed New Transport Methods to Achieve
High-Utilization of Dedicated Channels

e Needed both research and development
— TCP Is sub-optimal:
e Even multiple stream TCP can be analytically shown to
under-utilize some bandwidth (6-12)

e Congestion control takes processing time on hosts and
absolutely not needed — does lower throughput

— Hurricane Protocol
e Optimized goodput and no congestion control

e Needed detailed connection profile analysis

— Typically achieved 99% of profile BW on 1Gbps 500 mile
link
— Light-weight flow control - NACK

OAK RIDGE NATIONAL LABORATORY
U. S. DEPARTMENT OF ENERGY UT-BATTELLE




Throughput profile _
USN ORNL-SUNNYVALE e

e Transport measurements between
linux hosts with 10GIgE NICS

— ORNL-SUN host-to-host file
transfers 4000mile, 10G connection

— Limited by host - Hurricane
— Average throughput 2.3Gbp

—

1]

- = — ——"___-._-._
31]] 130 N M0 X0 WX 3 &0 4N ! b

m o 0 ) )
shen | Moz o (ol amame o soe BEVT byles)
e Goodputes. sesp & ovn - S

: i TR R
- =

ol e D M) X0 60 @ s 40 W I ;En;;i%ﬁ::'::]ﬁ
— Loss rate < 0.1% T e s |
Dual Opteron E300 " P
22 GHz et : e .
10GE NIC OFENL N I v T
CDCI OC192 CDCI
ORNL Sunrivvale
Dual Opteron
Sunnyvale 10GigE NIC
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Summary of Hurricane Protocol Performance

channel host channel properties
left end host right end host | provisioning length bandwidth
A linux linux layer-3 500 miles | 1 Gbps
workstation workstation IP connection
B linux linux layer-2 4000 miles | 10 Gbps
workstation workstation Ethernet/'SONET
C Cray X1 linux layer-3 1000 miles | 1 Gbps
supercomputer | cluster by policy
D Cray X1(E) linux Ethernet’/ MPLS 1000 miles | 1 Gbps
supercomputer | cluster + Ethernet/'SONET
channel | provisioned | peak Hurricane | bottleneck network
bandwidth | throughput segment infrastructure
A 1 Gbps 990 Mbps n'a production network
B 10 Gbps 2.4 Gbps disk/file throughput | UltraScience Net
C 450 Mbps 434 Mbps n'a production network
D 1 Gbps 480 Mbps processor time CHEETAH

OAK RIDGE NATIONAL LABORATORY
U. S. DEPARTMENT OF ENERGY
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CHEETAH Data and Control Planes

CHEETAH: Sycamore SN16000 data plane — OC192
GMPLS control-plane over IP tunnels
Additional 1GigE L2VLANS between ORNL and Atlanta

SSSUpPpLKEd on
66)rlifc)| oJrlne Dl PlaIje

rminated 1P tunnels 0)C 197




VLAN - Unifying Data-Plane Technology

e |P networks
— VLANSs Implemented in MPLS tunnels

e Circuilt switched networks
— VLANSs Implemented on top of Ethernet

channels
e Align IP and circuit connections at
VLAN level
Alignment
of VLANS

VLAN over VLAN

MPLS MPLS tunnel Over Ehthernet Layer-2 connection
OAK RIDGE NATIONAL LABORATORY e
UT-BATTELLE

U. S. DEPARTMENT OF ENERGY



USN— CHEETAH VLAN through L3-L2 paths

UltraScience Net: Layer-2

VLAN: E300 — CDCI - ... - CDCI — E300
CHEETAH: layer-3 + layer 2

VLAN: T640-T640 — SN1600 — Cisco 3750

&

USNVLAN

=il [l [
m
N I'|||“||"||||I — :
o |8
AL A
Cimstittieilil sttt

cnol d
«1 Gbps VLAN on layer-2 cnnnection#
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Background

Relative performance of VLANS provisioned over:
SONET layer-1 paths

MPLS layer-3 paths Broader Networking Question:

Layer-1 or layer-2 or layer-3 channels
for dedicated bandwidth connections?

Feasibility and Performance of Composed SONET-MPLS VLANS:
Data-plane unification of dedicated paths over
layer-1, layer-2 and layer-3 paths

Broader Question: Peering data-paths
across networks that provide VLANS
over Layer-1 or layer-2 or layer-3

Systematic analysis of application and IP level measurements:
Using USN and CHEETAH, we

collected ping and TCP measurements

performed comparative performance analysis

composed and tested VLANS over SONET and IP connections

OAK RIDGE NATIONAL LABORATORY
U. S. DEPARTMENT OF ENERGY UT-BATTELLE




SONET Channel OC21c
1000 miles 1GigE VLAN
1000 miles

={0]0) CDCI CDCI ={0]0)

host switch switch switch switch

Number of PING measurements=1000
mean time=26.845877ms
percent range: [99.829108,100.574104]: 0.744996
range: [26.799999,27.000000]: 0.200001
std_deviation (percent)= 0.187035

U. S. DEPARTMENT OF ENERGY UT-BATTELLE




SONET Channel OC21c: TCP measurements

1000 miles 1GigE VLAN
v v A —

={0]0) CDCI CDCI ={0]0)

host switch switch switch switch

Number of TCP measurements=1000
mean=0.028064sec

percent range: [99.569830,101.358615]: 1.788785
actual range: [0.027943,0.028445]: 0.000502
std_deviation_percent= 0.184920

Sy e > B

1

OAK RIDGE NATIONAL LABORATORY

U. S. DEPARTMENT OF ENERGY UT-BATTELLE




MPLS Tunnel with VLAN Tagging
1Gig Tunnel ~300 miles

ORNL Atlanta-SOX
1Gig MPLS
host host tunnel
300 miles

Number of ping measurements=999
mean time=9.384557ms
percent range: [99.418653,203.525865]: 104.107212
variance= 0.094847
std_deviation (%)= 3.281692

xgraph
e e X Graph

111111

outlier 2=
removed

©
8 u s
IR A
. A5
28938

nnnnn

nnnnn
nnnnnnnnnnnnnnnnnnnnnnnnn

nnnnnnnnnnnnnnnnnnnn

UT-BATTELLE
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Comparison of VLANS:

SONET vs. MPLS tunnels
Measurements are normalized for comparison:

LoD Lol oomlool

l
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xgraph
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mean tiﬁiZ:é
percent range: [99.8,100.6]
Std_deV (%): 0.187035 Conclusion

OAK RIDGE NATIONAL LaBorATORY VLANS over S_C_)NET
U. S. DEPARTMENT OF ENERGY have smaller jitter levels UT-BATTELLE

percent range:[99.4,203.5]
std_dev (%)= 3.281692




Composition of VLANs Over
Fundamentally different networks

Feasibility and Performance of Composed SONET-MPLS VLANS:
Data-plane unification of dedicated paths over paths provisioned
over layers 1 through 3-1

VLANS are typically native to layer-2: other layers need to be moved
up/down to implement VLANS:
SONET connections (layerl): VLANs are provisioned using edge
switches (E300 in our case)
Layer-2 connections — GigE WAN/LAN PHY: VLANs are provisioned
natively
IP networks (layer 3) — VLANSs are provisioned over MPLS tunnels
using IEEE 802.1q — routers may differ as to how they implement

this feature Broader Question: Peering data-paths

across networks that provide VLANSs

over Layer-1 or layer-2 or layer-3
OAK RIDGE NATIONAL LABORATORY
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Composed VLAN:

SONET and Layer-3 Channels - Gig 1300 miles
1000 miles 1Gig - 300 miles
VLAN Layer-2 VLAN Layer-3

v

A

[ Number of m_easu_rementsleOO P
mean ping time=35.981812ms
percent range: [99.772635,100.328463]
range: [35.900002,36.099998]: 0.199997
std_deviation (percent)= 0.151493

= oo -

= O -

e e e ]
=T T=T—puuununueeny | | jma 1 1i11G@ 1 W W) 1@ I SQg @ Mjil@mm @ | )| (@Ee8 §Ig H 1 I@iRIR HE | J}| |1} #m1 1 ®I 4 13 g @RI ®H F I1E S

——————————————————————————————————————————————— = o< 1o

=) (S cooososmmmm | ooooomooomom oo oo B B B
[=r=T=1=1 O OO =T 1 oooo

GAR RKIDGE NATIUNAL LABURATURY e I
U. S. DEPARTMENT OF ENERGY UT-BATTELLE

===




Comparison of VLANS:

SONET vs. SONET-MPLS composed tunnels
Measurements are normalized for comparison:

xxxxxx

m

sooo 000 1 oooo

uuuuuu

[

" mean tlme 26 845877ms e T Y mean | pmg tlme 35 981812ms
percent range: [99.8,100.6] percent range: [99.8,100.3]
Std_deV (%): 0187035 Conclusion Std_deV (%): 0151493
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Comparison of VLANS:

L2MPLS vs. SONET-MPLS composed tunnels
Measurements are normalized for comparlson
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Std_deV (%): 3281692 Conclusion Std_deV (%): 0151493
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Normalized Comparison of VLANS:
- L2MPLS

SONET -

Measurements are normalized for comparlson

> =gl

«rm (i

e

RIS

mean tlme 26 845877ms
std_dev (%)= 0.187035

OAK RIDGE NATIONAL LABORATORY
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mean tlme 35 981812ms
std_dev (%)= 0.151493
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mean time=9.384557ms

std_dev (%)= 3.281692

SONET channels

have smaller jitter levels
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Normalization Framework

Basic Question: We collected measurements on two connections of
different lengths and types, how do we objectively compare
parameters?

Example: Ping measurements on 1000 mile SONET-VLAN and 300 mile
MPLS-VLANS, can we objectively conclude about jitte on such VLANS?

M. (d) Measurements on path of type 7 of distance d

|\7|T (d) Estimates of measurements on path of type T of distance d

PO |\7|T (d) Parameters computed using measurements

M. (d,) M- (d,)
\®T1 %/
M. (d) I\7ITi(d)

PQlI\7IT1(d) «— Ny —— POM, (d)

OAK RIDGE NATIONAL LABORATORY
U. S. DEPARTMENT OF ENERGY UT-BATTELLE




Jitter Comparison on SONET-MPLS VLANSs

Basic Question: We collected measurements on two connections of
different lengths and types, how do we objectively compare

parameters?
M oner (1000) M 5 (300)
scal&(an %ﬂtity

M soner (300) M o5 (d)

o iy Another
POM SONET (300) POM MPLS (d) Method

L S, R / P -FFT
P -
scale with respect N p- Identity

OAK RIDGE NATIONAL LABORATORY O mMean
U. S. DEPARTMENT OF ENERGY UT-BATTELLE




Answers to Panel Questions

1. Larger Networking Context:

USN technologies can be used to build a
“augmentation subnet” to IP network;
dedicated channels can be pulled out on
schedule

2. International Networking:

Currently working in peering with HOPI,
OSCARS-ESnet and CHEETAH.

Open to collaborations — subject to DOE approval

3. Roadmap:

Continue to pursue broad range technologies —

supercomputers, file systems, transport

OAK RIDGE NATIONAL LABORATORY
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Conclusions

e USN Infrastructure development is close to completion

e USN will continue to play research role in advanced
networking capabilities:
— Networking Technologies for Leadership Class Facilities
e Connectivity to supercomputers
e Testing of file systems, Lustre

— Integrated Multi-Domain Interoperation System for USN-ESnet-
CHEETAH-HOPI

e on-going efforts with OSCARS and HOPI:
— Hybrid Optical Packet and Switching Technologies

e VLAN testing and analysis over L1-2 and MPLS connections: this
presentation

e Configuration and testing of hybrid connections

OAK RIDGE NATIONAL LABORATORY
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Thank you
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